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Abstract

In this experiment, we consider the positron and its lifetime in metals. We invest-

1W7and set up an experiment such that we can
measure the lifetime until its annihilation. We study how to measure the time at
which a positron is created and annihilated using a so-called fast-slow-coincidence
circuit. To this end, we adjust a slow circuit, as well as a fast circuit and do a time
calibration measurement.
Having adjusted and calibrated the experimental set up, we measure the positron
lifetime spectra in '°°In for different temperatures. The positrons we use are created
in a Bt-decay of #Na. The scintillator material used in this experiment contains
1764, which is radioactive aWL From the measured spectra,
L// we obtain the formation of vacancies’ temperaturei dependence and determine the

B - vacancy formation enthalpy.




Chapter 1. Theory

1 Theory

If not mentioned explicitly, the theory is based on the references [1] and [2].

1.1 Positrons and their Lifetimes

1.1.1 The Positron and Positron Sources

The antiparticle of the electron is called positron and has the same physical prop-
erties such as mass me = 511keV and spin s, = 1/2 but an opposite charge of
Qe+ = +e. Positrons can be produced in various ways, one of these being the 3+-
decay of radioactive isotopes, e.g. ??Na in this experiment. Here, the advantage is
that it mostly decays into an ezcited state of > Ne and emits an additional photon
of energy E, = 1.274 MeV upon relaxation. As shall become clear later, this photon
can be used as a start signal to measure the lifetime of the positron. The decay
scheme of 22Na is depicted in figure 1.1.1.

1.1.2 Positronium

In some materials, the positron and electron can form a stable state called positronium
(ps). It is a bound state like the hydrogen atom but with a binding energy of
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Figure 1.1.: The decay scheme of ?2Na into 22Ne, following [1].
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FEg = —6.8¢V. In general, this will not happen in metals. The spins of the positron
and electron can either be aligned parallel (ortho-ps) or antiparallel (para-ps). The
o-ps lives much longer than the p-ps (~ns compared to ~DS).

Lot dedec Lolves”

1.1.3 Positron Annihilation

When a positron and an electron collide, they can annihilate and convert their
mass into energy in form of photons. The rest mass of the both particles together
equals Ee-o+ = 1.022MeV and is shared among a variable amount of photons,
depending on the spins of the two particles (parallel or antiparallel). While the
events with antiparallel spins can only decay into an even number of photons, the
events with parallel spins can only decay into an odd number of photons. Former are
dominated by a 2vy-emission and latter by a 3y-emission. Each additional photon
reduces the cross section by the fine structure constant a = 1 /137 as becomes clear
when considering the feynman rules. Besides this free annihilation, they can also
annihilate when already bound in positronium. Here, the p-ps decays through 2
and the o-ps through 3. If the positronium is formed in the vicinity of atoms, the
lifetime of the o-ps can be reduced by a so-called pick-off process. Here, the positron
of the bound state annihilates with an electron of opposite spin in the material via a
27-decay. Another possible reduction in lifetime can be achieved due to a, quenching

process, turning o-ps into p-ps which then annihilates.

1.1.4 Positron states in Matter and Trapping model

Studying the behavior of positrons in matter, one can find useful information on
the the properties of the material, e.g. electronic properties and vacancies/defect
structures. For this purpose, the lifetime spectra of the positron come in handy.
After injecting energetic positrons into a solid they thermalize, which means they
lose their energy (~eV remain) by ionizing collisions (~ps). Being in a so-called
free state, they can move freely through the lattice of the material. A vacancy
in this lattice is a missing ion at some position, which attracts the positron due
to the lower potential. A positron filling such a vacancy is referred to as being
trapped. Due to the lower electron density close to a vacancy, the probability of an
annihilation is lower, making the lifetime of a trapped positron larger compared to
a free one. Once trapped, a positron can not escape during its lifetime. A simple

model describing this trapping for one type of vacancy is based on the two coupled
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differential equations

dTLf
T —Aglly — K,
(1.1)
ey = —Mng + KN
dt t1ot fy

where n; and n; are the probabilities for a free or trapped positron as well as ¢
and \; their decay rates respectively. Furthermore, k = o¢; is the so-called trapping

rate, where

co(T) = exp (ﬂ _ A > (1.2)

with the temperature T, Boltzmann constant kg, the vacancy formation entropy
S; and the vacancy formation enthalpy H;. It is handy to introduce \g = X\ + k.
Instead of the decay rates \;, one often uses the lifetimes 7, = 1/);. Solving the

differential equations, one arrives at the total decay rate
1 dn IO t It t
Wit)=———=—¢e - — — - — . 1.3
®) nodt 7 Xp< 7'0) +Tt eXp< Tt> L:8)

where Iy depends on 7¢, 77 and k. In case of an experiment, where one wants to fit
this function to real data, the limited time resolution of the detection system has to
be taken into account by a convolution of W (¢) with the resolution function. This
will be discussed in more detail during the analysis of this experiment.

For more details on the theoretical background of positron annihilation, we refer
the reader to [3].

1.2 Measurement Devices

1.2.1 Full fast-slow Coincidence Circuit

The fast-slow coincidence circuit is the setup used to measure the lifetime of positrons
in th‘iijxperiment, it is shown in figure 2.7. The fast circle measures the time and
is controlled by the slow circle, identifying the events.

Two LYSO scintillators connected to photomultipliers are used to detect the
photons from the sample. In the slow circle, the pulses from the dynodes of the
photomultipliers are amplified and analysed by SCA’s identifying the 1275keV and
511keV signals. A coincidence unit determines whether the outputs of the SCA’s
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are coincident in time, which means overlapping in a certain time scale.

The fast circle takes the signal of the anode of the photomultiplier to CFD’s,
which then trigger the TAC’s start and stop respectively. The downstream MCA
creates a histogram of the such measured lifetime. With the coincidence unit, it is
possible to sort out coincident events by enabling the MCA.

Additional theory on the measurement devices can be found in the appendix A.
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2 Experimental Analysis

2.1 Experimental Setup

In order to be able to measure the lifetime of the positron, we have to adjust the
experimental set up such that we can measure the 1275keV start signal with one
and the 511keV stop signal with the other detector. This includes setting up the
slow circuit, adjusting the fast circuit and doing a time calibration measurement.

2.1.1 Setting up the slow circuit

In the first part of the experiment, we have to set up the slow circuit for both of
the detectors in order to identify the energy peaks in the spectrum and adjust the

windows of the SCA’s. The detectors are each set up as shown in figure 2.1.

heat shialding thermometer

‘mtuba

high voltage high voltage

Figure 2.1.: Scheme of the detector setup for the slow circuit of one detector, taken
from [4].
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We use the output of the SCA as a gate for the MCA and check its signal for
simultaneousness with the analogue signal peak (delay. .. ). Once set up properly,
we record an intrinsic LYSO energy spectrum for both detectors. What we find for

the left detector is depicted in figure 2.2, the right detector yields the same spectrum.
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Figure 2.2.: The intrinsic LYSO energy spectrum recorded with the left detector.
The identified structures are depicted with arrows at the respective
position.

Using figure A.1 and the fourth reference in [1], we can identify the structures as
shown in the spectrum. We also acquire a spectrum of a 2?Na source, where we
have to adjust the gain of the main amplifiers such that the 1275 keV line is covered.
What we find is shown in figures 2.3 and 2.4. Even though we expect the same spec-
trum as in figure 2.2 to be included, some of the structures are overlapped and not
visible. The additional lines from the e~e*-annihilation in °In and the relaxation

of 22Ne are depicted in figures 2.3 and 2.4. o o Ir g~

Before setting up the fast circuit, we prepare the setup for the time calibration
measurement. This means setting cuts on the channels of the left and right detector
(ie. adjust the SCA windows) such that the 511 keV ~-rays simultaneously emitted

from the e”e’-annihilation are detected. The applied cuts are also depicted in

10
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Figure 2.3.: The energy spectrum of the Na-Source recorded with the left detector.

| Na Spectrum Right |
800

511 keV

Counts

700

600

500

400

300

1275 keV
200

;'T'IIII[IIIIIIIIIIIIIIIIIIIIIIIIllIII

100

0||||||||:\<

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Channel

Figure 2.4.: The energy spectrum of the Na-Source recorded with the right detector.
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figures 2.3 and 2.4 as the blue shaded area.

2.1.2 Adjustment of the fast circuit

For the time calibration measurement, we furthermore have to adjust the thresholds
of the CFD’s in the fast circuit of both detectors. The thresholds are supposed to
be as low as possible with a good acceptance, yet cut away noise appropriately. The
result displayed on the oscilloscope is shown in figure 2.5, where the left picture
has too much noise and the right picture has just the right settings to fulfill these
conditions.

Chi Counling

Chi Coupling
& tmpedance & lmpedam(?

DC

AC

I20.60% <

Figure 2.5.: The display of the oscillator for two different settings of the CFD
thresholds. The left picture has too much noise, while the right pic-
ture fulfills the conditions mentioned above.

What is to be done now, is setting a time delay between the (later) start and stop
signal of ca. 20 ns. Here, we already made use of the delay unit shown in figure
2.8 with a setting of 8 ns. The remaining delay is adjusted with other parts of the
experimental setup. The output on the oscilloscope is shown in figure 2.6. After
connecting the signals to the TAC (with the same cables, due to their own delay),
the time range of the TAC is set to 50 ns.

2.1.3 Time calibration measurement

We now set up the experiment with the fast-slow-coincidence circuit as depicted in
figure 2.7.

After checking the SCA’s, TAC’s and coincidence outputs of the two detectors for
simultaneousness, we are able to measure prompt curves and do the time calibration
measurement. We therefore start with the delay unit (see figure 2.8) having ‘8 ns’
turned on and increase the stop delay in steps of 4 ns.

To ensure a statistical uncertainty of less than 1%, we then measure the count rate

for time intervals of 30 seconds, plot these values in a graph and fit gauss curves

12
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Figure 2.6.: The display of the oscillator after adjusting the delay between start and
stop signal to 20 ns.

heat shielding thermometer

high voltage

Figure 2.7.: Scheme of the fast-slow-coincidence circuit, taken from [4].

Figure 2.8.: The delay unit, having only 8 ns turned on as in the beginning of the
time calibration measurement.

13
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onto each of the resulting peaks. What we arrive at is depicted in figure 2.9, where
the delay is increased from the left to the right peaks.
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Figure 2.9.: The count rates for differently adjusted delays, increasing by 4 ns per
peak from left to right with fitted gauss curves onto the peaks. x2/ndf =
2602/3511. Prob = 1.

The parameters from the fitted gauss curves are collected in table 2.1 where the
start value for the delay is considered to be 0 ns. To find the expected linearity

Delay in ns Mean value p Stand. deviation o
0 1072.2+ 0.4 42.0+0.3
4 1658.0 + 0.4 42.5+0.3
8 2250.44+04 42.3+0.3
12 2845.6 £ 04 42.2+0.3
16 3456.3 £ 0.4 42.2 4 0.3
20 4053.3 £ 0.5 42.8+04
24 4648.0+ 04 42.3+0.3
28 52473+ 04 42.9+0.3

Table 2.1.: Parameters obtained for the fitted gauss curves. We put an offset on the
delay, such that the first value considered equals a delay of 0 ns.

between the channels and the time, we now plot the channels in terms of the mean

14
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values from table 2.1 against the delay time in ns and fit a linear equation onto the
values. The errors on the channels (x-axis) are assumed to be given by the standard
deviations from table 2.1. We find figure 2.10 for the plot and for the linear equation

¢(C) = (0.00669 % 0.00007) ns - C — (7.11 % 0.25) ns. (2.1)

[ Time Calibration |

g 30—
~ L
bl —
o 2 [ ndf 0.1452/6
25— | prob 0.9999
- m 0.006694 + 7.344e—05
20 |b ~7.112 £ 0.2518
15—
10—
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o
» 11 | L1 11 L1

A
5000
Channel

1 1 I 1 1 I 1
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Figure 2.10.: The channels from table 2.1 plotted against the delay in ns.

To obtain the resolution of the time measurement, we calculate the weighted
mean of the standard deviations from table 2.1 using eq. (B.1) and eq. (B.2) from
appendix B. For this value, we find

Oy = (4241 £0.12)

in terms of channels. The time resolution (in terms of channels) is now given as the

FWHM value, where these two values are connected via
FWHMyn = 2V2In 204, = 99.87 £+ 0.28.

As we only consider differences in time, it is sufficient to use the slope of eq. (2.1)
in order to find the time resolution, given by

Atres

(668.1 & 7.2) ps.

15
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2.2 Lifetime Measurements

In order to measure the lifetime spectra of the positron, we set the left SCA’s window
to the 1275keV line. This can be seen in figure 2.3 as the red shaded area, where
we also included part of the compton background. The right SCA’s window is left
untouched, cutting for the 511 keV line in the spectrum. The 1275 keV line can then
be used as a start pulse, signalizing the birth of the positron from the BT -decay due
to the subsequent relaxation of ?2Ne into its ground state. Whereas the 511 keV
line can be used as a stop signal, signalizing the annihilation of the positron. After
checking the SCA outputs and the fast-slow coincidence for simultaneousness once
more, we are prepared for the temperature dependent measurement using the °In
sample.

During the analysis of this part, we fit functions of the form eq. (1.3) convolved

with the time resolution function of the detection system

onto the measured values. This results in a fit function of the form

M@ =7 P)o) = | W (e)P(o—t)dp

A 2 i
= 57(; exp (U 2;'3_5275 to)) {erf(ao) + erf(bo)} (2.2)
2 _ paa
+ % exp (U 2;;5; tO)) {erf(at) 4 erf(bt)} s

for the measured lifetime spectrum. Here,

02+Tot0 To(t—to)—O'Q
Gy =, by=—————
V2070 V20
>+ 7t t—itg)l—a"
G = 0”4+ 0 b= 7i( 0)—0 (2.3)
\/§UTt \/507'1;
contain the fit parameters o, to, 7 and 7. Furthermore,
Ay Ay
Iy = , = 2.4
0= Ao+ 24 CT Ag+ A, (2.4)

contain the fit parameters Ag and Ay,

erflz)= /Ow eV’ dy

16
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is the error function and ‘BG’ the background.
The first lifetime spectrum we record is at room temperature (= 299.0 K) for 20
minutes. The resulting plot with its fitted parameters is shown in figure 2.11.

[ LTS of Indium at 299.0 K | x2 I ndf 836 /1108
Prob 1
% C A, 2.364e+05 + 8451
5 - ) 37.12 +1.133
82000, o 35 +0.1776
g, u t, 1092 + 0.3456
Qv (}Q: - A, 4.755e+04 + 8364
5772000 T 82.07 +4.412
vd . BG 1.327 + 0.0588
1500 —
1000
500
0 E 1 | L L l L i} T 1 1 1 1 l 1 1 1 1 I 1 1 1 1 s L i’ L l (] Il 1 1
800 900 1000 1100 1200 1300 1400 1500 1600
Channel

Figure 2.11.: The lifetime spectrum for the ®In sample at 7' = 299.0 K.

Heating the sample up from 299.0K to 326.4 K, we also measure its temperature
every 30 seconds in order to find the time constant of the heating system. By doing
this, we will be able to set reasonable heating powers on the potentiometer and
estimate the time needed for the system to stabilize in between 1 K. What we find
is depicted in the left table of 2.2 and the corresponding plot is given as the red curve
in figure 2.12. A second measurement of the same kind is done for the heating from
395.3K to 402.7K. The resulting values can be found in the right table of 2.2 and
the corresponding plot is given as the blue curve in figure 2.12. Noticeable is here,
that the two curves have the same behavior, independent of the temperature region
and difference. Yet, the blue curve stabilizes more quickly in between 1 K. We thus
draw the connection, that this coincides with the smaller temperature difference
upon heating for the the measurement of the blue curve. As we will never increase
the potentiometer by more than 150 °C, we can be positive that the system stabilizes
at the latest after 12 minutes.

Before continuing the measurement, we try to optimize the count rate of the

detectors by adjusting the position of the sample in the sample holder. The activity

17
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Time t in s Temp. T in °C Time t in s Temp. T in °C
0 26.0 0 122.2
30 27.7 30 122.8
60 8l 60 123.7
90 33.9 90 124.6
120 36.5 120 125.3
150 38.9 150 126.0
180 40.9 180 126.5

210 42.7 210 127.0
240 44.3 240 127.4
270 45.6 270 127.7
300 46.8 300 128.0
330 47.8 330 128.2
360 48.7 360 128.4
390 49.5 390 128.6
420 50.1 420 128.7
450 50.6 450 128.8
480 51.2 480 128.9
510 51.6 510 129.0
540 52.0 540 129.1
570 523 570 129.2
600 52.6 600 129.2
630 52.9 630 129.3
660 53.1 660 129.3
690 53.8 690 129.4
720 53.4 720 1294
750 53.6 750 1294
780 53.7 780 129.5
810 53.8 810 129.5
840 53.9 840 129.5
870 54.0 870 . 1295
900 54.1 900 129.5

Table 2.2.: The time and temperature values for the determination of the heating
system’s time constant. We set the potentiometer from 0 to 150 °C for
the left table and from 400 to 450 °C for the right table.

18
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Heating Curves
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Figure 2.12.: The time plotted against the temperature for the values in table 2.2
and the resulting heating curves.
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increased from 200 s™! to 600 s™! such that the tutor authorized us to decrease the
time measurement from 20 minutes to 15 minutes. The next lifetime spectrum was
recorded for a temperature of 326.4 K and can be found in figure 2.13.

|_LTS of Indium at 326.4K | 22 I ndf 121471248
Prob 0.7522
2 - A, 4.493e+05 + 8917
5 5000 T 28.77 +0.8115
o i o 36.62 +0.1503
g t 1091 + 0.3364
B A, 1.123e+05 + 8889
o T 73.13 £ 1.974
- BG 1.675 + 0.05425
3000
2000
1000
0 —L | ol O | I L | T - I | T I | I ] W S—— ] SN |
800 900 1000 1100 1200 1300 1400 1500 1600
Channel

Figure 2.13.: The lifetime spectrum for the '%°In sample at 7' = 326.4 K.

In total, we took eight measurements at different temperatures, with the remaining
temperatures being 346.4K, 361.5K, 370.6 K, 382.8K, 395.3K and 402.7K. The
lifetime spectrums can be found in figure 2.14.

Having obtained the lifetime spectra, we need some further theoretical consider-
ations and formulas to continue with the analysis. We define a mean lifetime by

1+ocan

T = I Ly = 2.5
T = lpTo + L1y Tfl—l—actTf (2.5)
and use the temperature dependent concentration of vacancies
St —H;
- = 2.6
cy = exp <kB>eXp(kBT> (2.6)

20
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Figure 2.14.: The lifetime spectrum for the '%°In sample at T = 346.4K, T =
361.5K, T =3706K, T =382.8K, T =395.3K and T' = 402.7K.

to find an s-curve temperature dependence of the form

Sy —H
1+ oexp <kB exp | =7 | T

7—":7-1

. (2.7)
14 oexp (%) exp %)Tf

Here, kg is the Boltzmann constant, S; the vacancy formation entropy and Hy the
vacancy formation enthalpy.

Using eqs. (2.4), the fitted parameters for the lifetime spectra in figures 2.11-2.14
and eq. (2.5), we can determine I, I; and the mean lifetime 7 for the different
temperatures. What we find is given in table 2.3, where we already used the linear

21
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eq. (2.1) in order to convert the channels into a time.

Temperature T in K Mean Lifetime 7 in ps
299.0 298.7+ 2.6
326.4 251.8 +4.1
346.4 251.8 4- 3.6
361.5 269.3 - 3.6
370.6 267.6 3.5
382.8 275.7+£ 3.6
395.3 208.1 =386
402.7 280.5+3.7

Table 2.3.: The mean lifetimes 7 for the measured temperatures of the sample.

Plotting the values for the temperature in table 2.3 against the corresponding life-
times 7, we find figure 2.15.

| Temperature Dependece of 7 | 12/ ndf 3.872/3
Prob 0.2756
3 - K 2495 + 3.62
e H T 280.9 + 3.041
300— + Gexp(s)  6.205e+11+3.264e+12
C H/k 1.184e+04 + 1894
290—
280—
270 %
260— ]
250 —
:I 1 I 1 1 1 I 1 1 3 I 1 1 1 ] 1 1 1 | 1 1 1 I 1 |
300 320 340 360 380 400
T/K

Figure 2.15.: The temperature values in table 2.3 plotted against the corresponding
lifetimes 7 with the fitted s-curve of the form eq. (2.7).

Here, we also fitted an s-curve of the form eq. (2.7) to the values in order to
determine

¢ = (249.50 £ 3.62) ps.
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Compared to the literature value (see [1, p.60 et seqq.])
T}it = 193 ps,

our value is clearly larger without us having an explanation for this. This also
matches the shift of 7 of ~ 50 ps compared to the literature (see [1, p.60]). Further-
more, the fitted parameter for 7; is clearly smaller than the values for 7y determined

from the lifetime spectra but fits better to the literature value (see [1, p.62])
7% = 264 ps.

The fit parameter o exp (s) contains the defined variable s = k% Note also, that we
excluded the first datapoint (room temperature T' = 299.0 K) from the fit due to its

strong deviation from the expected s-curve behavior. sy | uh. 7 A s b 4 ‘;{/.»J7

Rewriting eq. (2.5) to
T — Tt
OCy =

(2.8)

(T —T)
we calculate In (Uct) for the measured temperatures, where we used the values for 7¢

and 7, from the fitted s-curve in figure 2.15. The said values can be found in table

2.4, where we excluded the first datapoint 7' = 299.0 K (room temperature).

1/Tinl/K In (oc;) in In (1/ps)
0.003063 £ 0.000005 —8.05 £2.43
0.002887 4+ 0.000004 —8.06 +2.29
0.002767 4 0.000004 —4.99 £ 0.59
0.002698 £ 0.000004 —-5.21+£0.55
0.002613 £ 0.000003 —3.90 £1.02
0.002530 £ 0.000003 —3.18+1.81
0.002483 £ 0.000003 —1.08 +£13.14

Table 2.4.: The inverse temperatures 1/7 with the corresponding value for In (crct)
obtained from eq. (2.8).

Using table 2.4, we now plot In (act) against 1/T — a so-called Arrhenius Diagram
—in order to determine the vacancy formation enthalpy H;. The connection between

these values is given by eq. (2.6), which can be rewritten as

H1 S
In (o¢t) = —k_];f + k—; +1Ino. (2.9)

The plot with the fitted function and the parameters of the fit can be found in figure
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2.16.
Arrhenius Plot of o c, x2 I ndf 1.563/5
— Prob 0.9057
13 - -H/k -8706 + 4252
e r b 18.65 + 11.57
= 10:‘
5
0l—
[~ [ )
:\
-5 why 0w {2 s
105 (}L(éhf T buwr b8
- be) yad W?
-15 —
_ 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 L I 1 1 1 1 I 1 1 1 1 I 1 X10_3
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Figure 2.16.: The inverse temperature values in table 2.4 plotted against the corres-
ponding values In (o¢;) with the fitted function of the form eq. (2.9).

Inserting the Boltzmann constant and converting to eV, we find the vacancy
formation enthalpy
H; = (0.75+0.37)eV. (2.10)

Even though this value is in the 1o confidence level of the literature value (see [I,
56]) :
H{ = (0.54 £0.003) eV, (2.11)

it seems a little bit off and has a large error. This could be optimized by measuring
more lifetime spectra at different temperatures for a longer period of time. We try
to exclude some of the datapoints for the fit and find figure 2.17.

The value for the vacancy formation enthalpy now reads
H; = (0.57+0.51)eV.

The value is closer to the literature value eq. (2.11) but has a larger error than eq.
(2.10).
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Arrhenius Plot of c c, X2/ ndf 0.9357 /2
— Prob 0.6263
g n -H/k -6644 + 5927
% - b 13.11 £ 16.05
= 10
51
0—
: ®
-10 5. } }
_15F
5 1 1 1 I 1 1 1 1 I L 1 1 1 I 1 1 1 1 I 1 1 1 L I 1 1L 1 1 I 1 1 1 I 1 ><10—3
25 2.6 2.7 2.8 29 3 3.1
T'/K?

Figure 2.17.: The inverse temperature values in table 2.4 plotted against the corres-

ponding values In (oc;) with the fitted function of the form eq. (2.9).
Here, some datapoints are left out in the fit.

2.2.1 Positronium in Acrylic glass

Due to new regulations at the University of Bonn, students are not allowed to do
measurements overnight anymore. The radioactive probes can not stay in the room
without either the tutor or the students performing the experiment present. For
this reason, we were not able to perform the measurement with the acrylic glass
sample instead of the !%°In sample. As the acrylic glass is not a metal, one would
expect the formation of positronium in it and thus different results for the lifetime
measurements as before. As a substitution for this part, our tutor suggested to do the
measurement of the heatings system’s time constant for two different temperature

ranges. This is what can be found in the previous part of this report.
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Chapter 3. Conclusion

3 Conclusion

In this experiment, we measured the lifetime of positrons and the vacancy formation
enthalpy in *°In. After having set up the fast-slow-coincidence circuit in the first
part of the experiment, we were able to confirm the linearity of the MCA’s and
determine the detectors time resolution to At = (668.1 + 7.2) ps.

In the second part of the experiment, we recorded lifetime spectra at different
temperatures and additionally determined the heating system’s time constant. Here,
we found out that the heating behavior is independent of the temperature region.
For the mean lifetime, we were able to confirm the expected s-curve temperature
behavior. The determined values for 7 and 73 = (249.5043.62) ps are ~ 50 ps off the
literature values from [1, p.60 et seq.], while the value for 7, = (280.90 + 3.04) ps is
closer to the literature value. The resulting value for the vacancy formation enthalpy
H; = (0.75 £ 0.37) eV could be improved to H; = (0.57 £ 0.51) eV by leaving out
some data points. Both values have large errors and are thus in the 1o confidence
level of the literature value H{* = (0.54 + 0.003) eV. The values and corresponding
errors could be improved by measuring the lifetime spectra at more temperatures
and for longer periods of time. This could also improve the fit results to the lifetime

spectra for 7 and .

/4{ ?/ﬁ 02

—
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Appendix A. Measurement Devices

A Measurement Devices

A.1 LYSO scintillator

To detect the photons created by e e'-annihilation in the analysed material, a
LYSO scintillator (Lutetium-Yttrium Oxyorthosilicate) is used. A scintillator is an
organic or anorganic material which emits light when ionizing radiation is passing.
The photons from e~eT-annihilation and the 1275keV line of the ??Na-decay interact
with the scintillation material via the photoelectric effect, compton scattering and
pair production® [2].

Since the photoelectric effect is the preferred type of interaction (because all en-
ergy is deposited into the scintillator here) materials with a high atomic number Z —
like Lutetium — are of advantage. The LYSO scintillator also has the advantages of
a low attenuation length for 511keV and a short decay time [1] such that it is per-
fectly suited for positron annihilation spectroscopy. The LYSO scintillator contains
the radioactive nuclide "Lu which leads to self absorption lines in the spectra, a

decay scheme is shown in figure A.1.

A.2 Photomultiplier

The light signals of the scintillator are collected by a photomultiplier. The photons
hit the cathode and the cathode emits electrons which get accelerated in an electric
field to the dynode. Here the electrons have enough energy to release an avalanche
of secondary electrons. This process is repeated until a measurable output is created
at the anode [2]. The signal at the anode might have lost its proportionality to the
incoming energy. Thus it is also possible to use another dynode as the output, giving
a slow rising signal (slow-circle) in contrast to the signal at the anode with a fast

rising time (fast-circle).

TPair production can be neglected for the photons produced by e~et-annihilation.
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Figure A.1.: Decay scheme of !™Lu, following [4].

A.3 Single Channel Analyzer (SCA) and Constant
Fraction Discriminator (CDF)

A single channel analyszer (SCA) sorts incoming analogue signals according to their
amplitude and gives a digital output. It contains a lower and upper level threshold
so that only signals within this interval give a response [2].

A constant fraction discriminator (CFD) triggers on a fraction of the peak max-
imum. This yields to an independent trigger time when analyzing signals of same
shape but different pulse heights, see figure A.2. CFDs are used here in the fast
circut. In the experiment SCAs and CFDs are used to filter the 1275keV start and
the 511keV stop signal.

Figure A.2.: Threshold triggering (left) vs. CFD triggering (right). Taken
from https://de.wikipedia.org/wiki/Constant_Fraction_
Discriminator.
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A.4 Time to Amplitude Converter (TAC) and Multi
Channel Analyzer (MCA)

To measure the lifetime of the positron inside the tested material a time to amplitude
converter (TAC) is used. It is triggered by a start pulse (1275 keV signal) and halted
by a stop signal (511 keV) giving an output proportional to the passed time, e.g. by
decharging a capacitor [2].

The output of the TAC is used as input for a multi channel analyzer (MCA).
This sorts out the incoming pulses according to their heights and increments a
memory channel proportional to that value [2]. The MCA can thus create a lifetime

histogram.
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B Statistical Methods

Following [8], we want to summarize how to calculate a weighted mean for phys-
ical measurements. Taking N measurements z1,...,zy with errors €1,...,€n, the

weighted mean is defined as

N
Ty = ;}1& where w; = —. (B.1)
D in1 Wi T
The error on this mean is given by
1
€m = ————1. (B.2)

Zi]i1 Wy

Peculiarly is here, that with the weights defined like this, more precise measurements

count more than less precise measurements.
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